Travelling waves for the cane toads equation with bounded traits.

Emeric Bouin* Vincent Calvez*

June 28, 2014

Abstract

In this paper, we study propagation in a nonlocal reaction-diffusion-mutation model describing the
invasion of cane toads in Australia [30]. The population of toads is structured by a space variable and a
phenotypical trait and the space-diffusivity depends on the trait. We use a Schauder topological degree
argument for the construction of some travelling wave solutions of the model. The speed ¢* of the wave
is obtained after solving a suitable spectral problem in the trait variable. An eigenvector arising from
this eigenvalue problem gives the flavor of the profile at the edge of the front. The major difficulty is to
obtain uniform L* bounds despite the combination of non local terms and an heterogeneous diffusivity.
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1 Introduction.

In this paper, we focus on propagation phenomena in a model for the invasion of cane toads in Australia,
proposed in [5]. It is a structured population model with two structural variables, the space z € R™ and the
motility 6 € © of the toads. The mobility of the toads is the ability to move spontaneously and actively. Here
O := (Omin, Omax); With Oy > 0 denotes the bounded set of traits. One modeling assumption is that the
space diffusivity depends only on 6. The mutations are simply modeled by a diffusion process with constant
diffusivity « in the variable . Each toad is in local competition with all other individuals (independently
of their trait) for resources. The free growth rate is 7. The resulting reaction term is of monostable type.
Denoting n(t,x,0) the density of toads having trait # € © in position z € R™ at time ¢t € RT, the model
writes:

{ On — 0A;n — adggn = rn(l — p), (t,x,0) € RT x R" x O, )

Ogn(t, T, 0min) = Oon(t, T, 0max) =0, (t,z) € RT x R™
with
V(t,z) € RT x R™, p(t,z) = / n(t,x,0)do.
(S)

The Neumann boundary conditions ensure the conservation of individuals through the mutation process.

The invasion of cane toads has interested several field biologists. The data collected [33, 30] show that the
speed of invasion has always been increasing during the eighty first years of propagation and that younger
individuals at the edge of the invasion front have shown significant changes in their morphology compared
to older populations. This example of ecological problem among others (see the expansion of bush crickets
in Britain [35]) illustrates the necessity of having models able to describe space-trait interactions. Several
works have addressed the issue of front invasion in ecology, where the trait is related to dispersal ability
[18, 15]. It has been postulated that selection of more motile individuals can occur, even if they have no
advantage regarding their reproductive rate, due to spatial sorting [25, 31, 33, 34].
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Recently, some models for populations structured simultaneously by phenotypical traits and a space
variable have emerged. A similar model to (1.1) in a discrete trait setting has been studied by Dockery
et al. in [19]. Interestingly, they prove that in a bounded space domain and with a rate of growth r(z)
heterogeneous in space, the only nontrivial Evolutionarily Stable State (ESS) is a population dominated by
the slowest diffusing phenotype. This conclusion is precisely the opposite of what is expected at the edge
of an invading front. In [2], the authors study propagation in a model close to (1.1), where the trait affects
the growth rate r but not the dispersal ability. This latter assumption is made to take into account that the
most favorable phenotypical trait may depend on space. The model reads

ohn — Ay gn = (7’ (0 —Bx-e) — / k(0 — Bz -e,0 — Bx-e)n(t,z, 9’)d0’> n(t,z,0),
R

and the authors prove the existence of travelling wave solutions. A version with local competition in trait
of this equation has also been studied in [6]. As compared to [2, 6], the main difficulty here is to obtain a
uniform L (R x ©) bound on the density n solution of (1.1). It is worth recalling that this propagation
phenomena in reaction diffusion equations, through the theory of travelling waves, has been widely studied
since the pioneering work of Aronson and Weinberger [4] on the Fisher-KPP equation [21, 26]. We refer to
[27, 28, 7] and the references therein for recent works concerning travelling waves for generalized Fisher-KPP
equations in various heterogeneous media, and to [16, 17, 32] for works studying front propagation in models
where the non locality appears in the dispersion operator.

Studying propagation phenomena in nonlocal equations can be pretty involved since some qualitative
features like Turing instability may occur at the back of the front, see [8, 23|, due to lack of comparison
principles. Nevertheless, it is sometimes still possible to construct travelling fronts with rather abstract
arguments. In this article, we aim to give a complete proof of some formal results that were previously
announced in [9]. Namely construct some travelling waves solutions of (1.1) with the expected qualitative
features at the edge of the front. Let us now give the definition of spatial travelling waves we seek for (1.1).

Definition 1. We say that a function n(t,z,0) is a travelling wave solution of speed ¢ € R* in direction
e € S™ if it writes
V(t,z,0) € Rt x R" x O, n(t,z,0) :=p(:=x-e—ct,b),

where the profile i € C2 (R x ©) is nonnegative, satisfies

liminf p (§,-) > 0, lim wu (&) =0,
£——o0

§——+oo

pointwise and solves

—cOgpt = 00¢ept + aOgopr + (1l — v), (£,0) e R x 0O,
89/1*(57 emzn) = 80/1(5, 9maz) = 07 5 eR.

where v is the macroscopic density associated to p, that is v (§) = f@ w(&,0)do.

To state the main existence result we first need to explain which heuristic considerations yield to the
derivation of possible speeds for fronts. As for the standard Fisher-KPP equations, we expect that the fronts
we build in this work are so-called pulled fronts: they are driven by the dynamics of small populations at
the edge of the front. In this case, the speed of the front can be obtained through the linearized equation of
(1.2) around g << 1. The resulting equation (which is now a local elliptic equation) writes

—cOefi = 00¢efi + adpofi + 11, (€,0) ER x O,
89/7(€7 emin) - 89/7(65 9max> - Oa € eR.

(1.3)

Particular solutions of (1.3) are a combination of an exponential decay in space and a monotonic profile
in trait:

V(E0) eRxO, [ 0) = Qr(0)e ™,

egkinwave
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where A > 0 represents the spatial decreasing rate and @, the trait profile. The pair (¢(A), Qx) solves the
following spectral problem:

aQx(0)" + (=Ae(N) + X2 +7) Qx(0) =0, 0 €O,
a@Q)\ (Qmin) = 8962/\ (emax) = 07
Qx(0) >0, [oQx(0)do =1.

We refer to Section 2, Proposition 5 for a proof showing that (1.4) has a unique solution (c¢()), @») for
all A > 0. We also prove there that we can define the minimal speed ¢* and its associated decreasing rate
through the following formula:

(1.4)

* L * . :

¢ i=c(A) = min c(A). (1.5)
Remark 2. We emphasize that this structure of spectral problem giving information about propagation in
models of "kinetic" type is quite robust. We refer to [2, 6, 12, 13] for works where this kind of dispersion
relations also give the speed of propagation of possible travelling wave solutions, and to [10, 11, 14] for
recent works where the same kind of spectral problem appears to find the limiting Hamiltonian in the WKB
expansion of hyperbolic limits.

We are now ready to state the main Theorem of this paper:

Theorem 3. Let © := (Oin, Omaz) » Omin > 0, Omin < +00 and c¢* be the minimal speed defined after (1.5).
Then, there ezists a travelling wave solution of (1.1) of speed c* in the sense of Definition 1 .

This Theorem, together with the heuristic argument, has been announced in [9].

Remark 4. As in [2, 4], we expect that waves going with faster speeds ¢ > ¢* do exist and are constructible
by a technique of sub- and super solutions. Nevertheless, since it does not make much difference with [2], we
do not address this issue here.

The paper is organized as follows. In Section 2, we study the spectral problem (1.4) and provide some
qualitative properties. In Section 3, we elaborate a topological degree argument to solve (1.2) in a bounded

slab. Finally in Section 4, we construct the profile going with speed ¢* which proves the existence of Theorem
3.

2 The spectral problem.

We discuss the spectral problem naturally associated to (1.1) that we have stated in (1.4). We state and
prove some useful properties of @) and some relations between c* and \*.
Proposition 5 (Qualitative properties of the spectral problem). For all A > 0, the spectral problem
(1.4) has a unique solution (c(\),Qx). Moreover, the function X\ — ¢(\) has a minimum, that we denote by
c* and that we call the minimal speed. We denote by A\* > 0 an associated decreasing rate and Qx« := Q*
the corresponding profile. Then we have the following properties:

(i) For all A > 0, the profile Qy is increasing w.r.t 0. There exists Oy such that Qy is convex on [Bmin, o]
and concave on [0y, Omaz]. Moreover, g satisfies —Ac(N) + \20p + 1 =0

(i) We define (6) = [o 0Qx(0)df, the mean trait associated to the decay rate . We also define (0*) :=
(0x+). One has

omax + 9mm

YAS0, AN+ A0\ +r=0,  (6)) > 5

(2.6)

(iii) About the special features of the minimal speed, we have

" > 24/r(6%), (2.7)

¢ > N (Omag + Omin) - (2.8)
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Remark 6. Fven if it does not play much role in the analysis, let us notice that from the same equation
defining 0y and (6)), one can deduce that Qx changes its convezity at the mean trait.

Proof of Proposition 5. We first prove the existence and uniqueness of (¢()), @) for all positive A. Let
B >0 and K be the positive cone of nonnegative functions in C'# (©). We define L on C*# (©) as below

L(u) = —au” (0) — (6 — Omax) \2u(6).

The resolvent of L endowed with the Neumann boundary condition is compact from the regularizing
effect of the Laplace term. Moreover, the strong maximum principle and the boundedness of © gives that it
is strongly positive. Using the Krein-Rutman theorem we obtain that there exists a nonnegative eigenvalue
ﬁ, corresponding to a positive eigenfunction @?. This eigenvalue is simple and none of the other eigenvalues

corresponds to a positive eigenfunction. As a consequence, Ac(\) := 7 + X205 — Y(A) solves the problem.
We come to the proof of (i). Since Q) € C*(©) and satisfies Neumann boundary conditions, there exists
0o such that Q5 (fy) = 0. Since —Ac(A) + A?0 + r is increasing with 6, the sign of QY and thus the convexity
of @) follows. We deduce:
A0 pin + 1 < Ae(N) < A2 + 7

This yields
r

c¢(N) o n Ac(A) = Ox L1 0o(A2).
These latter relations and the continuity of A — ¢(\) give the existence of a positive minimal speed ¢* and
a smallest positive minimizer \*.

We now prove (ii). We obtain the first relation of (2.6) after integrating (1.4) over © and recalling the

Neumann boundary conditions. To get the second one, we divide the spectral problem by @, and then
@

integrate over O:
gmaaz + szn «
0 =
o) >+ 1 3,

We finish with (iii). For this purpose, we define Wy = (Qy)°. It satisfies Neumann boundary conditions
on 0O and

2
emax emzn
o > + (2.9)

W\
Vo €O, W +2(=Ae(A) + X0 +r) W = ( ) > 0.
@ (=Ac(N) r) ! i) =

We thus deduce that

)\2/ OWdl + (—Ac(N) —l—r)/ Wdo > 0,
© ©

from which we deduce )
fQG(Q*) df
Jo (@) a8

Differentiating (1.4) with respect to A, we obtain

> (07). (2.10)

(=AC(A) = e(A) +200) Qx + (=Ac(A) + 072 +7) 8;9; + aduo (‘ﬁ*) _o.

We do not have any information about aaQ;

against Q). We obtain, for A = \*:

* *\ 2 * *\2 _
—¢ /@(Q) do + 2\ /9(@) d = 0,

S}

. Nevertheless, one can overcome this issue by testing directly

since ¢/(A*) = 0. As a consequence
0(Q*)*do
C* 2)\* f@ ( )

RGO (2.11)



Combining (2.11) with —A*c* + (A*)? (§*) 4+ = 0, one obtains

()2 _1 <f@e<Q*>2 d9>2 (f@ﬂcz*fd@ ) <9>> (2.12)
a2\ [ Q)7 de Jo (@)*d8 2

. 2 . oy -1

which gives (2.7) since 1 (fj@ 9(?*)2?) (f}_) ig)liicée -~ (02)) > (0*) always holds true and (2.10) rules out
[S] [S]

equality.

Finally, using (2.6) and (2.11), one has

> 20F <0*> > 2/\*W = \* (emaw + emzn) .

3 Solving the problem in a bounded slab.

In this Section, we solve an approximated problem in a bounded slab (—a,a) X © as a first step to solve
(1.2).

Definition 7. For all 7 > 0, we define
VOO,  g:(0)=0Omin+7(0—0Omin) .
Now, for all a > 0, the slab problem P; , is defined as follows on [—a,a] x ©:
—cOepu® — g7 (0)0¢ep® — aOpop® = rp(1 — v?), p® >0, (£0) € (—a,a)x 06,

[P-r,a} 89ﬂa(§7 Gmin) = aGUa(fa omax) = 07 6 € (—(1, a), (313)
pe(—a,0) = 0|71, ua,0)=0, 6HecO.

with v* = f@ u(-,0)d0 and the supplementary renormalization condition v*(0) = e. For legibility, we set
Pl,a = Pa-

In this problem, the speed c is an unknown as well as u*. Moreover, without the supplementary renor-
malization condition v*(0) = ¢, the problem is underdetermined. Indeed, this additional condition is needed
to ensure compactness of the family (¢®, u*) when a goes to +00, since the limit problem (1.2) is translation
invariant. The boundary condition in —a is chosen this way since we heuristically expect that the population
is uniform in trait at the back of the front as observed in the ecological problem, see [30]. However, although
we fix this boundary condition in the slab, let us recall again that in general the behavior at the back of
the front for the limit problem is not easy to figure out due to possible Turing instabilities. The non-local
character of the source term does not provide any full comparison principle for P,,. We will prove the
existence of a non-negative solution of (3.13), but we don’t claim that all the solutions of this slab problem
are non-negative. We follow [2, 8] and shall use the Leray-Schauder theory. For this purpose, some uniform a
priori estimates (with respect to 7, a) on the solutions of the slab problem are required. The main difference
with [2, 8] is that it is more delicate to obtain these uniform L° estimates since it is not possible to write
neither a useful equation nor an inequation on v due to the term 60g¢p (as it is the case in kinetic equations).
Our strategy is the following. We first prove in Lemma 9 that the speed is uniformly bounded from above.
Then, Lemmas 10 and 11 focus on the case ¢ = 0 and prove that there cannot exist any solution to the
slab problem in this case, provided that the normalization ¢ is well chosen. Finally, when the speed is given
and uniformly bounded, we can derive a uniform a priori estimate on the solutions of the slab problem
(3.13). Thanks to these a priori estimates, we apply a Leray-Schauder topological degree argument with the
parameter 7 in Proposition 14. This strategy is reliable as the problem corresponding to 7 = 0 is easier to
solve since it is more or less a standard Fisher-KPP equation. All along Section 3, we omit the superscript
a in pu® and v*.



3.1 A Harnack inequality up to the boundary.

We shall apply several times the following useful Harnack inequality for (1.2), which is true up to the
boundary in the direction #. This is possible thanks to the Neumann boundary conditions in this direction.

Proposition 8. Suppose that i is a positive solution of (1.2) such that the total density v is locally bounded.
Then for all 0 < b < 400, there exists a constant C(b) < 400 such that the following Harnack inequality
holds:

v(fa 6, 0,) € (7b7 b) X O x @7 :u‘(gv 0) S C(b)ﬂ(gael)

Proof of Proposition 8. One has to figure out how to obtain the validity of the Harnack inequality up to
the boundary in ©. Indeed, it holds on sub-compacts sets thanks to the standard elliptic regularity, given
that the density v is bounded. To obtain the full Harnack estimate, we consider the equation (1.2) after a
reflection with respect to 0 = 6,,;,, and 0 = 0,,,, and for positive values of 6. One obtains the following
equation in the weak sense

V(f, 9) € Rx (R+* N (R\{emzn + GZ})) , _Ca€M(57 9)_9(0)865M(§> 9)-0&899#(5, 9) = T:U’(Ev 9)(1_V<t7 5)) :

The crucial point is that this equation is also satisfied on the boundaries # = R™ N {0, + ©Z} thanks to
the Neumann boundary conditions. Indeed, no Dirac mass in § = R* N {0,,;, + ©Z} arises while computing

the second derivative Jgg in the symmetrized equation.
O

3.2 An upper bound for c.

Lemma 9. For any normalization parameter € > 0, there exists a sufficiently large ao(e) such that any pair
(¢, 1) solution of the slab problem P. , with a > ag(e) (and p > 0) satisfies ¢ < c& < ¢* , where ¢t is defined
after solving (3.15) below.

Proof of Lemma 9. We just adapt an argument from [2, 8]. It consists in finding a relevant subsolution
for a related problem. As p > 0, one has

V(,0) € (—a,a) x ©, —cOept < g-(0)Oeept + algops + . (3.14)

As (1.4), the following pertubated spectral problem has a unique solution associated with a minimal speed

* .
ci:

aQ;(0)" + (=Xicr + g:(0) A +7) Qi) =0, 0,
(@) (i) = (2 (Bu) =0, (3.15)
Q:(6) > 0. [, Q:(0)a8 —1.
Let us assume by contradiction that ¢ > ¢, then the family of functions 4 (€,0) := Ae=*+$Q*(6) verifies
V(,0) € (—a,a) x O, G7(0)0ectha + adggtha + 1ha = Nicipa < —cOeipa, (3.16)

As the eigenvector Q* is positive, and u € L (—a,a), one has u < 14 for A sufficiently large. As a
consequence, one can define

AO = inf {A | v(§7 0) € (—(I, (1) X @7 11[}14(57 0) > :u(§7 0)} .
Necessarily, Ag > 0 and there exists a point (£o,60) € [—a, a] X [Omin, Omax] Where ¢4, touches p:

(60, 60) = Y a,(80,00)-

This point minimizes ¢4, — n and cannot be in (—a,a) x ©. Indeed, combining (3.14) and (3.16), one has
in the interior,

V(£,0) € (—a,a) x O, cO¢ (Ya, — 1) + g-(0)0ce (Ya, — 1) + adpo (Ya, — p) + 1 (a, —p) <0.



But, if (€0, 60) is in the interior, this latter inequality cannot hold since

97 (0)0¢e (YA, — 1) + o (Y4, — 1) > 0.

Next we eliminate the boundaries. First, (£, 6p) cannot lie in the right boundary {z = a} x © since ¥4, > 0
and ¢ = 0 there. Moreover, thanks to the Neumann boundary conditions satisfied by both 4, and p,
(€0, 6p) cannot be in [—a, a] X {Omin, Omax }, thanks to Hopf’s Lemma. We now exclude the left boundary by

adjusting the normalization. If {; = —a, then ¥4, (&0, 00) = |©] 7! and Ay = |O‘Q (0 5 Then v(0) < |O‘QA (;O)
which is smaller than ¢ for a sufficiently large a. We thus conclude that ¢ < ¢. We shall now prove that for
all 7 € [0,1], one has ¢& < ¢*. Differentiating (3.15) with respect to 7 and testing against QF, one obtains,

similarly as in Proof of Proposition 5 (iii),

[ |2 @x0mi0) -+ 0070100 - 52| @7 an =

But now recalling (2.11), which writes as follows in the T-case:

oy Jasr (@)

I Q* , (3.17)
one obtains
der _ . Jo 9000 (Q7)° dO
dar 7 [0(Q)7de
We deduce that ¢ is increasing with respect to 7, so that ¢ < ¢} = c*.
O

3.3 The special case ¢ = 0.

We now focus on the special case ¢ = 0. We first show (Lemma 10) that the density p is uniformly bounded
(with respect to a > 0). From this estimate, we deduce in Lemma 11 that there exists a constant €9 depending
only on the fixed parameters of the problem such that necessarily v(0) > €g. Thus, provided that ¢ is set
sufficiently small, our analysis will conclude that the slab problem does not admit a solution of the form
(¢, ) = (0, p) for € < g9. We emphasize that the key a priori estimate, i.e. v € L™ ((—a,a) x ©), is easier
to obtain in the case ¢ = 0 than in the case ¢ # 0 (compare Lemmas 10 and 12).

3.3.1 A priori estimate for ; when ¢ = 0.

Lemma 10. (A priori estimates, ¢ = 0).
Assume ¢ =0, b >0 and 7 € [0,1]. There exists a constant C(b) such that every solution (c = 0,u) of
(3.13) satisfies
C(b) Omas
() 0mzn

Proof of Lemma 10. When ¢ = 0, the slab problem (3.13) reduces to
—97(0)O¢ept — alpop = ru(1 —v),  (£,0) € (=b,b) x O,

[P‘r,b] a@ﬂ(gvemin) at?ﬂ(é- amax 07 5 S (_bv b)7
u(—b.0)= 0], u(b.0)=0, <o

V(E,0) € [=b,0] x O, p(&,0) <
(
)=

Integration with respect to the trait variable 6 yields

e ( [ a-onte e)de) — (€)1 m(e), EER,
v(=b)=1, wv(b)=0.



Take a point &, where f@ g-(0)u(€,0)df attains a maximum. At this point, one has necessarily (&) < 1.
The following sequence of inequalities holds true for all £ € (—b, b):

Ousin/(€) = G2 (Oonin V(€)= G (i) /

S}

(€,0)d0 < /@ 9:(O)u(€, 0)d0

< / 9 (0160, 6)46 < g, (Bras)V(E0) < G (Braas):
©

and give

T amaz amaz
vEe (bb), w(e) < Lriima) O
Now, the Harnack inequality of Proposition 8 gives
C( C(b) Omaz
V(E0) € (—bb) x O,  n(€,0) < Kg'h@ < |” U

3.3.2 Non-existence of solutions of the slab problem when ¢ = 0.

Lemma 11. (Lower bound for v(0) when ¢ = 0). There exists eg > 0 such that if a is large enough,
then for all T € [0, 1], any (non-negative) solution of the slab problem (c = 0, ) satisfies v(0) > «o.

Proof of Lemma 11. We adapt an argument from [2]. It is a bit simpler here since the trait space is
bounded. For b > 0, consider the following spectral problem in both variables (£, 0):

g (0)0cepp + adgospy + m0b = Yppn,  (§,0) € (—b,b) X O,
89¢b(€7 emin) = 89@5(5? emax) - 07 5 6 (7b7 b) 9 (318)
@b(_b79) =0, @b(b79) =0, 0 eo.

Again, by Krein-Rutman theory, v is the only eigenvalue such that there exists a positive eigenvector .
One can rescale the problem in the space direction setting & = b(:

g-(0)
b2
89@(7((7 amin) = 89§05(§76max) = 07 C € (71, 1) )

op(—=1,0) =0, ©p(1,0) =0, 0€0O.

Ocetpp + alpopr + 1oy = Yppy,  (¢,0) € (—1,1) x O,

One can prove that limp_, o ¥, = r. We give a sketch of proof for the sake of completeness. We introduce
the problem

9-(0)
b2
‘/Z(amin) = V;;l(emax) =0.

The eigenvector (up to a multiplicative constant) ¢ is then given by

oz‘/l,”—i—(—’f —wb+r>v,,:o, V, >0, 6eo,

GO E (L) x O, gy =sin(T(C+1)) Ve(0):

Moreover, one has
dpy _ 7* Jo 97(0)Vy'dl
db 203 [ V2d
so that lim_, o ¥y exists and solves
aV"+ (= limp_ 1oty +7)V =0, V >0, eo,
V/(amin) = V/(emax) = 07



lem:nc

and it yields necessarily that V' is constant and limy_, ¥, = 7. As a consequence, we fix b sufficiently
large to have 9, > 5.

Thanks to the Harnack inequality (of Proposition 8), there exists a constant C'(b) which does not depend
on a > b such that

v €0, COu0,0)=CH) mf w&0) 2 ple-byxe)-

To compare (3.13) to (3.18), one has, for all (£,0) € [-b,b] x ©,
9r(0)Oeepi + Ogopt + rpp = rpw < 7Ol ]| Lo ((—b.pyxe) < TCV(0)p(€, 0).
We deduce from this computation that as soon as v(0) < ﬁ(b), one has

V(E,0) € [=b,0] x O, rCv(0)u(&,0) < Ppul&,0),

and this means that p is a subsolution of (3.18). We can now use the same arguments as for the proof of
Lemma 9. We define

Ag =max {A | V(£ 0) € [-,b] x O, Apy(&,0) < pu(,0)},
so that ua, := p — Aopp has a zero minimum in (&g, fp) and satisfies
—97(0)Occua, — adgouia, —TUA, > —Ppua,, (£,0) € (=b,0) x O,
aGUAg (Ev emin) = aOUAO (5; emax) - 07 5 S (_b7 b) )
upy(—=b,0) >0, wua,(b,0) >0, 0c6.

For the same reasons as in Lemma 9 this cannot hold, so that necessarily v(0) > g¢ := 2C1(b)‘

3.4 Uniform bound over the steady states, for c € [0, ¢*].

The previous Subsection is central in our analysis. Indeed, it gives a bounded set of speeds where to apply the
Leray-Schauder topological degree argument, namely we can restrict ourselves to speeds ¢ € [0, c¢*]. Based
on this observation, we are now able to derive a uniform L estimate (with respect to a and 7) for solutions
w of (3.13). This is done in Lemma 12 below.

Lemma 12. (A priori estimates, c € [0,c*]).
Assume c € [0,c*], 7 € [0,1] and a > 1. Then there exists a constant Cy, depending only on the biological
parameters Omin, |©], 1 and «, such that any solution (¢, ) (with > 0) of the slab problem P, ; satisfies

HH“”L‘X’((—LL,(L)X@) < CVO .

Proof of Lemma 12. We divide the proof into two steps. In the first step, we prove successively that
and dypu are bounded uniformly in H! ((—a,a) x ©). In the second step, we use a suitable trace inequality
to deduce a uniform L ((—a,a) x ©) estimate on p. We define Ko(a) = max|_q qjxe #- We want to prove
that Ky(a) is in fact bounded uniformly in a.

The argument is inspired from [8]. The principle of the proof goes as follows: The maximum principle
applied to (3.13) implies that v(&) < 1 if (&,60) is a maximum point for p. This does not imply that
max p < 1. However, we can control p(&p,80) by the non local term v(&y) provided some regularity of u in
the direction §. In order to get this additional regularity we use the particular structure of the equation (the
nonlocal term does not depend on # and is non negative).

# Step 0: Preliminary observations.



Denote by (&, 6p) a point where the maximum of p is reached. If the maximum is attained on the
¢—boundary & = +a then Ky(a) < |©|~! by definition. If it is attained on the §—boundary 0y € {Omin, Omax }»
then the tangential derivative Oru necessarily vanishes, and the first derivative Jpp vanishes thanks to the
boundary condition. Hence Jggp(€o,60) < 0 and Oeepi(€o,00) < 0. The same holds true if (£y,6p) is an
interior point. Evaluating equation (3.13) at (&g, 6p) implies

Ko(a)(1 = v(&)) =0,

and therefore vg(&p) < 1.
# Step 1: Energy estimates on pu.

We derive local energy estimates. We introduce a smooth cut-off function x : R — [0, 1] such that
x=1 on Ji=(%—-3.&%+13),
x=0 outside Jo=1[6 — 1,6 +1].

Notice that the support of the cut-off function does not necessarily avoid the é—boundary. We also introduce
the following linear corrector

1l a-¢

8] 2a’

which is defined such that m(—a) = |©]71, m(a) = 0, and 0 < m < |©|7! on (—a,a). Testing against
(1 —m)x over [—a,a] X O, we get

Vf € [_a" a]’ m(f)

o e mnBeddd— [ g (6)0ce(n— m) (s~ m) s
(—a,a)x© (—a,a)x©

<[ adunt - mydgds = [ (1= ) m)xdgas.
(—a,a)xO© (—a,a)xO©

We now transform each term of the L.h.s. by integration by parts. We emphasize that the linear correction
m ensures that all the boundary terms vanish. We get

| e @l mP xdas s [ ol xdcap
(—a,a)x© (—a,a)x©
1 o ot B
< g (0)(pp —m)=x" d€db + ¢ X(p —m)d&do
2 (—a,a)x© 2a (—a,a)xO©
—c/ 1(u—m)Qx’dfal(‘)—k/ 7’,u2xd§d9+/ ruvmy déde.
(—a,a)xO© 2 (—a,a)x© (—a,a)x©

We use that u < Ko(a), v(§) < |©|Ko(a), g-(0) > Omin and |c| < ¢* to get

Ouin [ N0cu— ' deao+ [ ajouul* deao
Jl><® J1><9

—1
S C*&K()L]g X ("‘)| — C/

1 2./
—(— dedo
% (e —m)"x'd§

[—a,a]x© 2

1
t3 e Oyt [
(—a,a)x©

rKg d§d9+/ rK§ dédo,
JQX@

Jg><@

Then we use the pointwise inequality |9¢u — me|? > Oep?/2 — mg in the first integral of the Lh.s.:

emin Koc*
7/ |8 | d§d6+/ a|Bppl? dedo < 205 + Guin [ |m'|? dedo
2 Js Ji a Ji

+/gT(¢9) (1? +m?) X”d§d0+c*/(u2+m2)x’d§d9+4r\®|[(§.

10
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Thus, we obtain our first energy estimate: p € H' ([—a,a] X ©) with a uniform bound of order O (K(a)?)
uniformly:

. gmin
min < 5 71) / <|3§u|2 + |83u|2> dédf < C (O], bmin, X) (1 + Ko(a)?) , (3.19)

J1
as soon as a > %
We now come to the proof that dgpu is also in H' ((—a,a) x ©). We differentiate (3.13) with respect to
f for this purpose. Here, we use crucially that v is a function of the variable £ only. Note that we cannot
expect that p € H? ([—a,a] x ©) with a bound of order O (Kq(a)?) at this stage. But we need additional
elliptic regularity in the variable 6 only.

V(,0) € (—a,a) x O, —cOggpt — TOeOp — g7 (0)Oecopt — aOpggpt = 1O p(1 — v) . (3.20)

We use the cut-off function X(§) = x(o + 2(§ — &o)), for which suppx C Ji, and x(§) = 1 on Jy)p =
(&o — 1/4,& + 1/4). Multiplying (3.20) by x0su, we get after integration by parts

/ Tag,uagguidfda-i-/ Tag,uag,u%/dfdg-i-/ g,,-(@)agg,uag,u%/dfdg
J1

Jl Jl
2 ~ 2 ~ 2 ~ </ |367M|2
+ | 97(0)[Oconl” X d€dO +a | [Opop|” X dEdO < | |Opu|” X dEdD +c [ X' —dEdb.
J1 Ji J1 J1

Notice that all the boundary terms vanish since Jgu = 0 on all segments of the boundary. Using the H'!
estimate (3.19) obtained previously for p, we deduce

|Oepl* dgdo

Gmin c*
2o [ toneul® dgas v [ 10wl asa < (r+ ST ) [ 10w deao+
J1/2 J1/2 J1 min J1

1

- 1 -
b5 [ (10 + 100?17 deo + 5 [ 010nu 5" dst
J1

from which we conclude
min (92“ 1) /J (|aggm2 + \agguﬁ) d€dO < T(O, Oumin, X) (1 + Ko(a)?) . (3.21)
This crucial computation proves that dyu also belongs to H! ((—a,a) x ©).
# Step 2: Improved regularity of the trace u(&,-).

We aim to control the regularity of the partial function 6 — (&g, 6). For this purpose we use a trace
embedding inequality with higher derivatives, namely if both p and dyu belongs to H' ((—a,a) x ©), then

the trace function u(&g,-) belongs to H, g/ ?. More precisely, there exists a constant Cy,. such that

1460, ) 23072 < Cor (100nls | + Il ) -
Combining the previous inequality with estimates (3.19) and (3.21) of # Step 1, we deduce that
10, )22 < € (1+ Kofa)?) .
On the other hand, the interpolation inequality [1, Theorem 5.9, p.141] gives a constant Ci,¢ such that

I1.60,) e < Cuntlls (€0, ) 157 1 6o0,) 17

Recall from # Step 0, that v(£) = [[#(&o, )|y < 1. As a consequence, we obtain
Ko(a)* = [ (é0,-) 75 < C (14 Ko(a)?) ,

for some constant C, depending only on ©, 0., and x. Therefore, Ky(a) is bounded uniformly with respect
to @ > 0. This concludes the proof of Lemma 12.
O
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3.5 Resolution of the problem in the slab.

We now finish the proof of the existence of solutions of (3.13). As previously explained, it consists in a
Leray-Schauder topological degree argument. All uniform estimates derived in the previous Sections are key
points to obtain a priori estimates on steady states of suitable operators. We then simplify the problem with
homotopy invariances. We begin with a very classical problem: the construction of KPP travelling waves for
the Fisher-KPP equation in a slab.

Lemma 13. Let us consider the following Fisher-KPP problem in the slab (—a,a):
—cO¢lV — OpinOgev = 1v(1 — 1), ¢ €(—a,a),
{ v(—a) =1, wv(a)=0.
One has the following properties:

1. For a given c, there exists a unique decreasing solution v° € [0,1]. Moreover, the function ¢ — v° is
continuous and decreasing.

2. There exists €* > 0 (independent of a) such that the solution with ¢ = 0 satisfies v.=(0) > &*.
3. For all € > 0, there exists a(e) such that for all ¢ > 2y/r0min, v(0) < & for a > a(e).

4. As a corollary of 2 and 3, for all e < &*, there exists a unique co € [0,2+/T0min] such that v, (0) =€
for a > a(e).

Proof of Lemma 13. The existence and uniqueness of solutions follows from [4]. By classical maximum

principle arguments, v < 1. The inequality v > 0 is not as easily obtained. One needs to truncate the

non-linearity replacing v(1 — v) by v4(1 — v). We refer to Lemma 15 were the same argument is exposed.
The solution is necessarily decreasing since

V¢ € (—a,a), O (eﬁgﬁgu) <0,

and J:v(—a) < 0. By classical arguments, the application ¢ — v° is continuous. For the decreasing character,
we write, for ¢; < ¢p and v := vy — vy

=206V — OrinOgev = (1 — (11 + 12)) v + (c2 — ¢1) Oern,

so that v satisfies
—20¢V — OminOgev < (1 — (11 + 12)) v, &€ (—a,a),
v(—a) =0, wv(a)=0.
The comparison principle then yields that v < 0, that is v, < 4. The proofs of Lemmas 9 and 11 can be

adapted to prove the remainder of the Lemma.
O

With this €* in hand, we can state the main Proposition:

Proposition 14. (Solution in the slab). Let ¢ < min (gg,¢*). There exists Co > 0 and ag(e) > 0 such
that for all a > ag, the slab problem (3.13) with the normalization condition v(0) = € has a solution (c, u)
such that

H/J'||L°°([fa,a]><®) < Co, CE]O,C*].

Proof of Proposition 14. Given a non negative function p(¢,0) satisfying the boundary conditions

V(,0) € [—a,a] x ©, Ao (&, Omin) = Oope(&, Omax) = 0, pw(—a,0) =107, wla,8) =0. (3.22)

12



we consider the one-parameter family of problems on (—a,a) X ©:
—0: 27 — g7 (0)0ee Z7 — 00po Z7 = rus(1 —1vy), (&,60) € (—a,a) x O,

3927(679min) = 8927(5, amaX) =0, §€ (7% a)7 (3'23)

Z7(~a,0) = |01, Z7(a,0) =0, 0 €O,

We have here introduced the notation v, to emphasize that it corresponds to the density associated to
and not to Z7. We have also introduced the function "positive part", defined as

Vo € R, 24 = xly>0.

We introduce the map
Kr:(e,p) = (e—vu(0)+¢,27),

where Z, is the solution of the previous linear system (3.23). The ellipticity of the system (3.23) gives that
the map K, is a compact map from (X =R x C% ((—a,a) x ©), ||(c, p)|| = max (|c|, [|]|c1.5)) onto itself
(VB € (0,1)). Moreover, it depends continuously on the parameter 7 € [0,1]. Before going any further, we
shall prove that a fixed point (¢, u) of K, gives a solution of P, ,. For this purpose, one needs to check that
such a fixed point defines a nonnegative density p. We enlighten this property in the next Lemma.

Lemma 15. A fized point (c, n) of K; gives a solution of Pr .

Proof of Lemma 15. Such a fixed point solves

_Caﬁlu - gT(e)agg,U — adgop = T[L_A,_(l - VH) ) (gv 0) € (—Cl, a) x 0,
86/1'(57 omin) = 89M(£7emax) = 07 5 € (7@, a),
w(—a,0) =107, p(a,0)=0, 6€0O.

with v := fe p(+,0)df and the supplementary renormalization condition v(0) = e. It remains to show that
w is then nonnegative. We play with the maximum principle as in [8]. Suppose that p attains a negative
minimum at some point (&g, 6p). Necessarily, £y # +a due to the imposed Dirichlet boundary conditions,
and the Neumann boundary condition in # rules out 6y € 90 by the strong maximum principle. Moreover,
if (&0, 6p) € (—a,a) x O, then by continuity of 1, one can find an open set V C (—a, a) x © containing (o, 6p)
such that one has,

V(& 0) €V, —cOeph — gr(0)Ogept — aOgopr = 0.

By the strong maximum principle, this would imply that p is a negative constant, which is impossible. [

We emphasize that all the estimates done previously are not perturbed. Solving the problem P, (3.13) is
equivalent to proving that the kernel of Id — Ky is non-trivial. We can now apply the Leray-Schauder theory.
We define the open set for § > 0,

B = { (C7 ,LL) | 0<e< c* + 67 H/LHCLﬁ((—a,a)X@) < C10 + 5} .

The different a priori estimates of Lemmas 9, 10, 11, 12 give that for all 7 € [0, 1] and sufficiently large a, the
operator Id — KC; cannot vanish on the boundary of B. Indeed, if it vanishes on 93, there exists a solution
(e, i) of (3.13) which also satisfies ¢ € {0,c* + 3} or ||ullc1.8((—q,a)x0) = Co + ¢ and v(0) = . But this is
ruled out by the condition € < gy, due to Lemmas 9, 10, 11, 12. It yields by the homotopy invariance that

V7 €[0,1], deg(Id— K41,B,0)=deg(Id — K,,B,0) = deg (Id — Ko, 5,0).

We now need to compute deg (Id — Ko, B,0). This will be done with two supplementary homotopies. We
need these two homotopies to write Id — ICy as a tensor of two applications whose degree with respect to B
and 0 are computable. We first define, with vzo(-) = [ Z°(-,0)d0:

M i (c,v) = (¢ — (1 = 7)v(0) — Tv20(0) + €, Z°)

13
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If there exists (c,u) € 9B such that M, (c,u) = (c,p), then (¢, ) is such that Z° = p and vz0(0) = e.
However, such a fixed point (¢, p) then satisfies
—CO¢pt — OminOgepp — Opopr = rp(1 — v), ¢€(—a,a)x 0O,
aelu‘(gv omin) - 89#(676111&)() = 07 5 S (7a7a)a (324)
p(—a,0)=107", p(a,0)=0, 0€6,

which is now closely linked to the standard Fisher-KPP equation. Indeed, after integration w.r.t 6, v satisfies

{ —cO0¢V — OrinOgev = rv(l — 1), &€ (—a,a),

v(—a)=1, wv(a)=0, (3.25)

and v(0) = e. Given a (unique) solution v of (3.25) after Lemma 13, we can solve the equation for v.
The solution of (3.24) is then unique thanks to the maximum principle, and reads p(§,60) = %. As a

consequence, such a fixed point cannot belong to 9B after all a priori estimates of Lemma 13. Thus, by the
homotopy invariance and Ky = Mg, we have

deg (Id — Ko, B, 0) = deg (Id — My, B,0).

The concluding arguments are now the same as in [§]. Up to the end of the proof, we shall exhibit the
dependency of Z° in ¢: Z° = Z.. We now define our last homotopy by the formula

Ne (e, p) = (e +e—vz.(0),7Zc + (1 = 7)Ze,)

where c¢g is the unique ¢ € [0,2/70min| such that vz_(0) = ¢, for € < e* and a(e) sufficiently large (see again
Lemma 13). If N; has a fixed point, then necessarily e = vz_(0) and p = 7Z.4 (1—7)Z,. This gives u = Z,,
by uniqueness of the speed ¢y. Again, such a p cannot belong to 9B (we recall that ¢y < 2v/r0p,:n, < ¢* after
(2.7)). By homotopy invariance and M; = N:

deg (Id — K1, B,0) = deg (Id — Ko, B, 0) = deg (Id — M1, B,0) = deg (Id — Ny, B, 0) .

Finally, the operator (Id — Ap) (¢, ) = (vz,(0) — e, p — Z,,) is such that deg (Id — Ny, B,0) = —1. Indeed,
the degree of the first component is —1 as it is a decreasing function of ¢, and the degree of the second one
is 1.

We conclude that deg(Id — Ky, B,0) = —1. Therefore it has a non-trivial kernel whose elements are
solution of the slab problem. This proves the Proposition.

O

4 Construction of spatial travelling waves with minimal speed c*.

In this Section, we now use the solution of the slab problem (3.13) given by Proposition 14 to construct a
wave solution with minimal speed ¢*. For this purpose, we first pass to the limit in the slab to obtain a
profile in the whole space R x ©. Then we prove that this profile necessarily travels with speed c*.

4.1 Construction of a spatial travelling wave in the full space.

Lemma 16. Let ¢ < min (gg,e*). There exists co € [0,c*] such that the system

{ —coOept — 00¢ept — adpop = ru(1 —v),  (£,0) e R x O, (126)
Op(€, Omin) = Oppu(€, Omax) = 0,  EER, '

has a non-negative solution p € C2 (R x ©) satisfying v(0) = ¢.

14
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Proof of Lemma 16. For sufficiently large a > ag(e), Proposition 14 gives a solution (c¢*, u*) of (3.13)
which satisfies ¢* € [0, ¢*], [[u®|| Lo ((—a,0)x0) < Ko and v%(0) = €. As a consequence,

[V Lo (—aya)) < [O]Ko-

The elliptic regularity [22] implies that for all 8 > 0, |[u®|lc1.6((—a,a)xe) < C for some C' > 0 uniform in a.
Then, the Ascoli theorem gives that possibly after passing to a subsequence a, — 400, (¢, u*) converges
towards (co, i) € [0,¢*] x CLP(R x ©) which satisfies (4.26) and v(0) = e.

O

Remark 17. We do not obtain after the proof that supv < 1, and nothing is known about the behaviors at
infinity at this stage. Nevertheless, we have an uniform bound (V|| ®) < |O|Ky.

4.2 The profile is travelling with the minimal speed c*.

Lemma 18. (Lower bound on the infimum). There exists 6 > 0 such that any solution (c, ) of

—00¢ep — abpop — cOgp =r(1 = v)p,  (£,0) €ERx O,
80/1*(57 emin) = a@ﬂ(&vemax) = 07 5 S Ra
with ¢ € [0, c*], v bounded and infecr v(§) > 0 satisfies infeer v(§) > 0.

Proof of Lemma 18. We again adapt an argument from [2] to our context. By the Harnack inequality of
Proposition 8, one has
V(£,0,0) eRxO%  pu(&,0) <CEuE,0). (4.27)

Since (1.2) is invariant by translation in space, and the renormalization v(0) = ¢ is not used in the proof of
the Harnack inequality, we can take a constant C'(¢) which is independent from ¢ [22]. This yields

V(f, 0) ER X @a _6855/’6(& 9) - 04699”(579) - Cag,u(f, 9) > T(l - C@M(§7 9)):“’(57 9)

Hence, p is a super solution of some elliptic equation with local terms only. For n > 0 arbitrarily given, we
define the family of functions

bm(€,0) =m (1 —nE?) Q*(6).
From the uniform L> estimate on u, there exists M large enough such that 1,(0,6) > 1(0,0). Moreover,
by assumption we have 1, < u for m = % > 0. As a consequence, we can define

mo :=sup{m >0, V(§,0) €Rx O, (¢ 0) < ul,0)}.

As in previous same ideas, see Lemmas 9 and 11, there exists (g, 0g) such that g —,,, has a zero minimum

at this point. We have clearly that &, € [ L.

v i %} since 1, is negative elsewhere. We have, at (£, 0o):

0 > _90655 (,u - wmo) — a0ge (M - wmo) - caf (M - wmo) y

> r(1=Cl0|p) p+ 000¢e (V) + g (Ymy) + ¢ (Vimy)
> 7 (1= C1O|p) p — 2nmoboQ* (Bo) — (=N*c* + 0o(AN*)2 +7) Py (€0, 00) — 2enEomo@Q* (6o),
> (o, 00) (Ve — 0o(A*)? — rC|O]| (&0, 00)) — 2moQ* (0o) (nfo + néoc) -

It follows from (&g, 00) > lé'(\%)f (4.27), from the inequalities |&| < %, c < c*, my < M and the fact that

for all 8y € ©, the quantity ¢* — OgA* — Opin A* is positive (see (2.8)) that

X (e = 00N)  2M|1Q" [loo (MPmax + /TicY)

,00) > ;
,LL(&O 0) TC‘("')| TV(&O)
Omin (A*)Q _ QMHQ*HOO (\/ﬁC* + nemax)
- rC|e| 7 (infeer v) '
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Omin(AF)?

Recalling infeer v > 0 and taking arbitrarily small values of n > 0, we have necessarily p(o, 6o) > 5C0]

: *)2 .o, . .
Since p and )y, coincide at (&g, 0y), we have mg > W The definition of my now gives

2
VEO) ERX O,  pu(&,0) > —omin(X)

_omint2 ) (1 - ng?) Q*(0).
Z 56l )9O

Since 7 is arbitrarily small, we have necessarily v(£) > 0 := % for all £ € R.

O

We deduce from this Lemma that up to choosing € < §, the solution necessarily satisfies infg v(£) = 0.
Since this infimum cannot be attained, we have necessarily liminfe_, | v(§) =0 (up to { — —€ and ¢ — —c).
We now prove that this enforces ¢ = ¢* for our wave. For this purpose, we show that a solution going slower
than ¢* cannot satisfy the liminf condition by a sliding argument.

Proposition 19. Any solution (¢, u) of the system
{ —00¢e 1 — adpgpp — cOept = (1 — v), (€,0) e Rx O, (4.28)
39#(5’ emin) - 69M(§7emax) - Oa § S Ra .

with ¢ > 0 and infeer v(§) = 0 satisfies necessarily ¢ > c*.

As a consequence, the solution given after Lemma 16 goes with the speed ¢*. This latter speed appears to
be the minimal speed of existence of nonnegative travelling waves, similarly as for the Fisher KPP equation.

Proof of Proposition 19. We again play with subsolutions. By analogy with the Fisher-KPP equation,
we shall use oscillating fronts associated with speed ¢ < ¢* to "push" solutions of (4.28) up to the speed c*.
We now proceed like in [12].

Let us now consider the following spectral problem :

aQx(0)" + (FAe+ 077 +7—5) Qa(8) = 0,
Ql)\ (am”L) = Q/)\ (emax) =0.

(4.29)

When s = 0 we know from Proposition 5 that for ¢ = ¢* there exists some real A* > 0 such that the spectral
problem is solvable with a positive eigenvector. Moreover, the minimal speed is increasing with respect to
r. Indeed, for all r; < o and A > 0, one has

/\CT1 (/\) =7ry+ )\QGmax - ’Y(A) <re+ )\20max - 7(>‘) = )\CTQ ()‘)

and thus ¢y, <cj,.

Now suppose by contradiction that ¢ < ¢*. Take ¢ < & < ¢*, s > 0. One can choose s = s(¢) > 0 such
that ¢ is the minimal speed of the spectral problem (4.29).

Let us now consider (4.29) for complex values of A. The analytic perturbation theory, see [24, Chapter
7, §1, §2, §3|, yields that the eigenvalues are analytic in A at least in a neighborhood of the real axis. As
a consequence, by the Rouché theorem we know that taking ¢ sufficiently close to ¢, there exists A, :=
Ar +iAr € C with Re(A:) > 0 such that there exists Q», : © — C which solves the spectral problem (4.29)
(with s = s(¢)). The local analyticity ensures that Re (Qx.) > 0 when ¢ is sufficiently close to ¢, since
Re (Q)\E) > 0.

Let us now define the real function

$(€,0) == Re (e *Qx, (1)) = e ¢ [Re (Qx.(0)) cos(Ar€) + Im (Qa, (0)) sin(Af€)] .

By construction, one has

—00¢ev) — aOpoyp — cOe) — 1) = —s(€)1.

16
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Thus, for all m > 0, the function v := u — ma) satisfies

—00¢¢v — a0pov — cOev — rv = ms(C)yY — rv(§) .

For all 8 € O, one has ¢ (0,0) > 0 and ¢ (:I:%, 9) < 0. As a consequence, there exists an open subdomain
DcCQ:= {—ALI, )’\T—I} X © such that ¢ > 0 on D and v vanishes on the boundary 0D.
There now exists mg such that v attains a zero minimum at (zg,60) € D. If 8y € O, one deduces

v(zo) > @ It could happen that 6y € 9O but in this case the latter conclusion remains true thanks to the
Neumann boundary conditions satisfied by ¢. From the Harnack estimate of Proposition 8, there exists a

constant C' which depends on |D| such that one has for all £ € R,
V(2,0,0)) e Dx 0O,  pu(z+¢&0) < Cu(&,0)
Integrating this estimate over ©, we conclude that v(0) > %
We now want to translate the argument in space. For this purpose, we define, for ¢ € R, the function

h(¢,0) = p(€ + ¢,0). It also satisfies (4.28). As a consequence, for all ¢ € R, v({) = [gh(0,0)d0 >
()
rC*
invariant by translation, is not used here. We then obtain infeer v(§) >

infge]R I/(f) =0.

We emphasize that the renormalization v(0) = e, which is the only reason for which (3.13) is not

5(2)

= - This contradicts the property

O

4.3 The profile has the required limits at infinity.
Proposition 20. Any solution (¢, u) of the system
—00¢ep — agop — cOgp =rp(l—v),  (§,0) €eRx O,
{ opi(&, Omin) = Opi(§, 0max) =0, S ER,
with ¢ > 0 and v(0) = ¢ satisfies
1. There exists m > 0 such that V€ €] —00,0], p(&,-) > mQ(-),
2. Time oo pl6,7) = 0.

Proof of Proposition 20. We again adapt to our case an argument from [2]. By the Harnack inequality
applied on [—1,0] x O, there exists C such that one has

9
inf £,0) > ——, 4.30) |HHn
coaaxe”&? 2 Fg (4:30)

recalling v(0) = €. Also recalling

V(€0,0) €RxO%  pu(0) < Cul€,0),

we obtain
V(0) ERxO,  —00ecp(&,0) — adoop(§,0) — cOep(&,0) = r(1 = C|O|u(E, 0)) (&, 0).
Let us define, for m = %min (\®|5|\8Q*Hoo’ rg*T\TgL*(HA;)lQ@O and 7 > 0 arbitrarily given, the function

Yn(&,0) =m (1 +n) Q"(6).
on |—o0, 0] x ©. We have,

V(£ 0) €]=00, 1] x©,  1(£,0) =m(1+£)Q7(0) <0< p(§,0).
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Moreover, for (&,0) €] — 1,0] x ©, using (4.30), we have

N [on

P1(€,0) =m (1+8) Q™ (0) < m||Q"[|c < 7] inf (&, 0) < p(g, 0).

OIC(Q* || ~ €€l-101x0

As a consequence we can define

no = min{n > 0,V(&,0) € |—00,0] x 0,9, (£,0) < u(&,0)} € [0,1].
We will now prove that ny = 0 by contradiction. Suppose that ny > 0. We apply the same technique as
in the proofs of Lemmas 9 and 11: there exists (§o, fy) such that 4 — v, has a zero minimum at this point.
Moreover, we have &y € {—nio; 0} since 1), is negative elsewhere. Moreover, £y cannot be 0 since this would

give 11(0,6p) = mQ*(6y) < %ﬁ and this would contradict (4.30). We have, at (&, 60):

0> ~00e¢ (11— thyy) — aDpg (11— ) — e (1 — rny)
> 7 (1= COp) p+ 00¢ctbn, + adogihn, + cOcthm,
> 7 (1= COp) 1= g (€0, 60) (=A"¢" + 00 (\)? +7) + emon@”(6)
> (o, 00) (X*c* = (X)) — rC[O| (0, 00)) + cmonQ*(6o)
> (€0, 00) (A*¢" — o (\*)? = rC1O|u(&o, 60))
It yields ,
e < B0 00) = Uy (€0,60) < ]

and this contradicts the very definition of m. As a consequence, 1y = 0 and
WED) ER X O, ul£,0) > mQT(0)

In particular, infg- v > m holds.

We now prove that lime 4o p(§,-) = 0. It is sufficient to prove that limg_, v(§) = 0. Suppose that
there exists 0 a subsequence §,, — +oo such that ¥n € N, v(§,) > . Adapting the preceding proof we
obtain that for all n € N,

1 . 0 amin()‘*)z
e € ]no. 6] X 6. 21 _ , , 4.31
(6.60) €006 x O, w(§)> 2mm<@|c||c2*||oo rCIQ*IIw@) o

Hence (4.31) is true for all £ € R and Lemma 18 gives the contradiction since the normalization ¢ is well
chosen.
O
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