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Abstract

This paper is devoted to the analysis of the classical Keller-Segel sys-
tem over R%, d > 3. We describe as much as possible the dynamics of the
system characterized by various criteria, both in the parabolic-elliptic case
and in the fully parabolic case. The main results in the parabolic-elliptic
case are: local existence without smallness assumption on the initial den-
sity and a quantified blow-up rate, global existence under an improved
smallness condition and comparison of blow-up criteria. A new concen-
tration phenomenon for the fully parabolic case is also given.
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1 Introduction

This paper aims to describe the dynamics of the Keller-Segel system over R%, in

high dimension d > 3, with a particular emphasis given to blow-up and related

facts. The system reads as follows, in an adimensionalized formulation,
on = An—V-(nVc),

edic = Ac+n—ac.

It describes, at the macroscopic scale, a population of cells with density n which
attract themselves by secreting a diffusive chemical signal with concentration c.
The nonnegative parameter ¢ is proportional to the ratio between the two dif-
fusion coefficients of n and ¢, appearing in the dimensionalized formulation
of (KS). It takes into account the different time scales of the two diffusion pro-
cesses. The chemical degradation rate « is also a nonnegative constant. It is
related to the range of action of the signal.



The choice € = 0 describes the chemical concentration evolution in a quasi-
stationary approximation. In this case, the chemical concentration is defined as:

Esxn, a=0,
c=4{ ¢ (1.1)
BYxn, a>0,

where E4 and Bf are respectively the Green’s function for the Poisson’s equation
in R?, and the Bessel kernel:
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The system is endowed with non negative initial data ng, and cq if € > 0,
and with fast decay conditions at infinity. Moreover, the initial cell density ng
is supposed to be an integrable function, so that the total initial mass of cells
M is conserved along time:

M = no(z) dx z/ n(x,t) dx,
R R

System (KS) is naturally equipped with the following free energy:

Eln,(t) = /Rd n(x,t)logn(z,t) dr — /]Rd n(x,t)c(z,t) dx
+%/Rd \Vc(x,t)|2dx+%/Rd A(x,t) dx, (1.4)

satisfying the dissipation equation

%E[n,c](t) = —/Rd n(z,t) |V (logn(z,t) — c(z, 1)) do — E/R |8yc(z, t)|? da .

d
(1.5)
Under the quasi-stationary assumption € = 0, the free energy (1.4) reduces to
the difference between the entropy and the potential energy:

En|(t) = /Rd n(x,t)logn(z,t) de — %/Rd n(x,t)c(z,t)dx . (1.6)

It is worth recalling that the free energy has been crucially used to obtain the
existence of global solutions of the two-dimensional Keller-Segel system [6, 13,
16, 15, 24, 46]. Here, it shall be used fruitfully in the analysis of blow-up
(Proposition 1.2) and concentration phenomenon (Theorem 1.3).

In this paper we prove several results describing the possible behaviours of
solutions of system (KS). For the sake of clarity, in the sequel the parabolic-
elliptic system (e = 0) will be denoted PE, while the parabolic-parabolic system
(e > 0) will be denoted PP.



To begin, we improve the known existence results for the PE system. Local
and global existence when d > 3, have been investigated either using the theory
of weak solutions and the derivation of uniform LP bounds based on Sobolev
inequalities (see for instance [3, 22]), or using the theory of mild solutions based
on dispersion estimates for the heat kernel (see for instance [5, 41]). Although
the latter method is certainly more robust, we opt here for the former strategy.
Indeed, paying very much attention to using sharp functional inequalities, this
strategy enables us to quantify the threshold on |[ng| ;a2 ensuring global exis-
tence. Consequently, we are able to discuss the gap between global existence
and obstruction to global existence. In addition, this strategy yields local ex-
istence without smallness condition on ng and allows to quantify the blow-up
rate for the density n given in [41] (Proposition 3.1). Our existence results are
summarized in the following Theorem. The constant in (1.7) is associated to a
Gagliardo-Nirenberg inequality.

Theorem 1.1 (Global existence for the PE system). Let d > 3, a > 0 and
e = 0. Let ng be a nonnegative initial density in (L' N L*)(RY), with a >
d/2. Assume in addition that ng € L*(R? v(z)dx) where v is a nonnegative
function such that (x) — +oo uniformly as |z| — +oo, e™¥ € LY(R?) and
Vi € L=(RY). Assume finally that
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Then, there exists a global weak nonnegative solution in the distribution sense
(n,c) of (KS), where ¢ is given by (1.1).

It appears that the estimates developed for the PE case can not be repro-
duced optimally in the PP case. Therefore, we are not able to obtain here
a local existence result without any smallness conditions, nor to improve the
known smallness condition for the global existence when ¢ > 0 (see [21, 40] for
the global existence under smallness conditions and [36, 51] for the existence vs.
blow-up issue on bounded domain).

The question of blow-up of solutions of (KS) has been a challenging issue
in the field of mathematical biology. Indeed, in two dimensions, the blow-
up can be interpreted as the capacity of a population of cells to self-organize
(e.g. Dictyostelium discoideum), [19, 37, 39, 48]. This biological meaning of
blow-up is lost in higher dimensions. Nevertheless, the occurrence of blow-up
for the PE system in any dimensions d > 2 has been investigated by several
authors, due to its intrinsic interest. Results are available either on a bounded
domain [37, 4, 45, 30, 28, 29, 33, 51], or in the full space [22, 13, 44]. We
refer also to the reviews [32, 35, 49]. Notice that blow-up cannot occur in
dimension d = 1, unless the system is strongly modified [20, 17]. The case
d = 2 has been thoroughly studied since it exhibits a remarkable dichotomy:
either M < 87 and the solution is global in time, or M > 87 and the solution
blows-up in finite time, if the second moment is initially finite. The borderline
case M = 87 is a compromise: solutions are global in time but concentrates as



t — o0, [8, 12]. Finally, particular solutions of the PE system which concentrate
as Dirac masses have been constructed in the radially symmetric case using
matching asymptotics [28].

In this paper, using the free energy (1.6), we prove finite time blow-up of so-
lutions of the high dimensional PE system having small enough second moment.
The obtained criterion is contained in [4] under some restrictions (star-shaped
domain, negative energy) and it appears to better adapt to the case e > 0 than
the classical criterion (4.5), (see Theorem 1.3).

Proposition 1.2 (Blow-up for the PE system). Let e = 0, « > 0, d > 3
and a > g. Assume that the second moment of the nonnegative initial density
no € (L' N L%)(R?) is small in the following sense

/Rd & no(z) dar < Kop(d) M exp <_djz\4 5[nol) : (1.8)

where Ka(d) = %B_ﬁ. Then, the solution of the (KS) system constructed
in Proposition 3.1 blows up in finite time, that is the mazximal time of existence

Trnae s finite and /lirn [n(t)]| Lo (re)y = +o00. Moreover, the blow-up condition
t

max

(1.8) is not compatible with the smallness condition (3.9) for global existence.

It is worth noticing that there still exists a gap between the available criteria
(1.8) and (4.5) ensuring blow-up and the global existence Theorem 1.1. More-
over, the complementarity of criterion (1.8) and the known criterion (4.5) is far
from being clear. In Section 4, we give some evidence that these two criteria
are genuinely different. However we believe that (1.8) is better than (4.5) (see
discussion at the end of Section 4). All these open issues show how the higher
dimensional case is much singular than the two-dimensional case.

When € > 0, the question of deriving a criterion ensuring finite time blow-up
in the whole space is still open, as far as we know, (see [36] for the bounded
domain case). In this paper, we give a weaker result going in that direction.
Namely, we prove finite time concentration of the density n when ¢ is small.
The main novelty is the use of the corrected energy given by

2
Fln, d(t) = log (/ |lz|?n(x, t) dm) + —&In,|(t). (1.9)
R dM
Analyzing the time evolution of F[n, ¢|(t), we can extend the blow-up criterion
(1.8) to the PP system as follows.

Theorem 1.3 (Density concentration for the PP system). Let ¢ > 0, « = 0
and d > 3. Assume that the nonnegative initial densities (ng,co) have finite
energy E[ng, co] and satisfy

/d |z|2ng () de < K(d) Mt exp <d]2\45[n0,00]> exp(—¢”), (1.10)
R

where the constant Ko(d) is the same as in (1.8) and v € (0,1). Let (n,c) be a
sufficently smooth solution of (KS) generated by (ng,co) and Thae the mazimal



time of existence (possibly infinite). Then there exists a constant C(d) > 0 such
that 2d—2)

t > vt 1.11

te[OS,l%E”) [ ( )”L%(Rd) = 02(d) € ( )

We stress out a recent result of blow-up for the one dimensional PP sys-
tem with suitable nonlinear diffusion of the density cells [20]. Nevertheless,
the authors strongly use the property that the free energy is bounded from be-
low, which does not hold true in our context, at least in the usual sense (see
Lemma 5.2). This makes the analysis of the PP system with linear diffusion
more difficult and justifies our weaker result in Theorem 1.3.

To conclude, it is worth to recall that radial solutions of the two dimensional
PP system on a ball, developing Dirac singularity in finite time, have been
constructed in [30, 31] by matching asymptotics. Moreover, blow-up results
for the non-symmetric two dimensional PP system on a bounded domain also
exist [33, 34, 50, 51]. However, these results crucially use the boundedness of
the domain and it is not clear whether the solutions blow-up in finite time or
concentrate in infinite time. The above Theorem 1.3 also cannot be adapted to
the two dimensional case. To complicate the picture in this case, the authors in
[7] showed the existence of positive forward self-similar solutions of (KS) with
a = 0, decaying to zero at infinity and having mass larger than 87 (which is
no longer possible in the parabolic-elliptic case), see also [47] and the references
therein.

The plan of the paper is the following. In Section 2 we list useful sharp
functional inequalities. In Section 3 we address the existence issue for the PE
system, giving quantitative thresholds. In Section 4 we derive the blow-up
criterion (1.8) for the PE case, and we compare it with the known criterion (4.5).
In Section 5 we prove the concentration result for the PP system.

2 Functional inequalities and preliminaries

The inequalities mentioned in the introduction and used throughout this paper
are firstly the classical Sobolev inequality

4
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and the following special case of the sharp Hardy-Littlewood-Sobolev inequality

L 1@l =0t dsds] < Cuns@N oo llaliren . (22
X

for p = %, 0 < A < d. The best constant Crrs(d, A) has been obtained by

Lieb [42, 43]. More specifically, because of (1.2) and (1.3), inequality (2.2) will



be used in the sequel with A = d — 2. In this case (2.1) and (2.2) turn to be
dual, as proved for instance in [43, Theorem 8.3], with

Curstd.d -2 =i =0 (5 1) <r€c(zc/l)2>> ’

so that the following relation can be established
Cé(d) = pa Crrs(d,d—2) . (2.3)

Let us observe that when A N\ 0, (2.2) boils down to the logarithmic Hardy-
Littlewood-Sobolev inequality [18, 2] used in the two dimensional case [13, 16].

Next come two interpolation lemmas, useful in the sequel for the control of
both the entropy fRd nlogn and the potential fRd nc in the free energy.

Lemma 2.1 (Entropy lower bound). Let f be any nonnegative LR?) function
such that I= [,,|x]* f(x)dz<oo and [,, flog f < co. Let M = [,, f. Then,

dM dM dM
Rdflogf—FT(logI—FI)ZMlogM—FTlog (27r> . (2.4)

Proof. Let § > 0. Applying the Jensen’s inequality with the probability density
p(z) = 6427 =4/2¢=%1=I" one obtain:

/Rdflong/Rdilog<£>u+/Rdflogu2MlogM+/Rdflogu’

/]Rdflogfw%?]zMlogMJr%log(Jﬂ*l). (2.5)

i.e.

The optimization of (2.5) with respect to 6 > 0 under the fixed constrains I and
M, yields (2.4), the optimal § being § = %. O

Lemma 2.2 (Potential confinement). Let f be any nonnegative function such
that f € (L'NL%)RY) and I = [, |2[>f(x)de < co. Let M = [,, f(z)da.
Then,

i f(=@) fy)
p-fartripd < [ JEEW deiy <cpsta =218 g

(2.6)

Proof. The right inequality is a direct consequence of the Hardy-Littlewood-
Sobolev inequality (2.2) and of standard interpolation (see also [11]). For the
left inequality see [4]. O



We conclude this section by recalling some few basic properties satisfied by
the Bessel kernel By defined in (1.3) and useful in the sequel. Since the authors
do not found any references for them, the required properties are listed and
proved in the lemma below.

Lemma 2.3 (Properties of the Bessel kernel). The following relations for BS
and VB hold true for a > 0 in any space dimension d > 3.

(i) Ezpansion of BS with respect to Eg:  B$ =Eq—aEq*xB§ a.e..
(it) Gradient formula: VB (x) = —@ ﬁ ga(lz])

where go(|x]) :=T(d/2)~! O+°° si-le—s—als

,‘2
s ds.
(#ii) Corrected Euler’s homogeneous function theorem:

x-VBi(z) = —(d—2)Bj(z) — 2a(BS * B )(z) . (2.7)

Proof. The convolutions in (i) and in (2.7) are well defined since both B and

d
E, belong to L > (R?), and BS € LP(RY) for 1 < p < ﬁ [43]. The expansion
of B in (i) is a straightforward computation in Fourier variable. Alterna-
tively, notice that Eq4 * BS is the unique solution of (—A + «)(Eq * B) = Eq4
belonging to L"(RY) for some r > 1, ([43]). The gradient formula in (ii) is
a straightforward computation. To prove (2.7), first notice that the Fourier
transform of BY is (oz—i—4772|§\2)_17 when defining the Fourier transform as

f(ﬁ) = Jpa e~ 2miw8 f(x) dx, ([43]). Therefore, we have

f)__ d—2 200
a+4r2fE2)  a+4AmPER (a +4n2)€)?)?

(e VoBS)(€) = —Ve - (

and identity (2.7) is proved. This identity is also a direct consequence of the
scaling property of the Bessel kernel B (A\z) = /\Q_ng)‘2 (). O

3 Local and global existence for the PE system

This section is devoted to the proof of the existence results for the PE system.
We show essentially how to control the LP norm of the density n, either locally
in time, or globally when |[ng|/za/2 is small. We pay much attention to the
quantitative value of the threshold ensuring global existence.

We state first a result of local existence that gives as a side effect a charac-
terization of blow-up in terms of LP norms of the density n.

Proposition 3.1. Under the same hypotheses as Theorem 1.1 except the small-
ness condition (1.7), there exists Tynaz > 0 depending only on |[nol|pa ey and



a weak nonnegative solution in the distribution sense (n,c) of (KS), where c is
given by (1.1), such that

n € L®((0, Tyaz); (LY N LYRY))  and n € LZ((0, Thae); LP(RY),

for all p € (a,00). Moreover, n € L2 ((0, Tpmaz); L* (R, (x) dx)). The en-
ergy E[n] € LS, (0, Trnaz), while the dissipation of energy [p.n|V(logn —c)|* €
L (0, Timaz). Finally, for C(a,d) defined in (3.8), it holds true

loc

Tnaz > Cl(a,d) ||nol|za2ﬁ§d ; (3.1)

and if Tpazr < 00 then lim |[n(t)||Leray = +o00, with blow-up rate at least
sa—d / max
C(a,d) 2a
Tmaa: —t :
Proof. We give only the main a priori estimates below. The full regularization

procedure is classical, and the details are provided in the Appendix.
Using the Gagliardo-Nirenberg inequality

d
ol s, < Cone Vol 5 ol (3.2)

for v=n?, we get for p > % and § > 0 to be chosen later

+1 < (p+1-9)r 1 22
[ < I A By 39
9 4(p+1) . . .
where 7 = 2, r' = -5 and A = O, . Plugging estimate (3.3) into the

evolution equation for the LP norm of n, one obtains

’

i P < (p* ].) d\ 4 an§||2 +( 71)& / o 1+(p*%)71
dt Jga — D 267 L2(re) TP "\ Jga

(3.4)

Then, it is enough to choose § = §(p) > 0 such that (£ —4) <0, to have

/Rdnp(t)g hp(t)/ W tel0,T)), (3.5)

if ng € LP(R?), where

hy(t) = [1 - (1 - ;) 5t (/Rd ng)(p_g)ll g , (3.6)

’ d_p)—1
and T, :=p(p—1)726 " ([pa ng)(2 2



The above argument can be bootstrapped in the following way. Let us choose
§ the smallest possible, i.e. § := (dA81)%2P. Then, (3.5)-(3.6) reads as

da

Clp,d)\""* _ 5
o< (F20) 7 f-chdinliE,. 60
with .
P (87T
Clp.d) = (dA> . (3.8)

Let to = 0, T} (tg) = T, and let t; < T} (to) be such that (if it exists) a strict
inequality in (3.7) holds true for ¢;. Integrating (3.4) over (¢1,t) with the above

§, we obtain a new maximal time of existence T} (t1) = t1+C(p, d) ||n(t1)
greater than T 19 and such that

||Lp (R4

foros () eemmi,

Bootstrapping again, we can construct a strictly increasing sequence T;(t;g),
whose upper limit is the maximal time of existence T}, satisfying (3.1). If
Tinaz < 00, the blow-up rate of n is an immediate consequence of the previous
estimates. O

Proof of Theorem 1.1. In order to obtain the global existence result, we slightly
modify the previous argument. Instead of the interpolation inequality (3.3),
we plug the sharp Gagliardo-Nirenberg inequality (3.2) with p = % into the
evolution equation for the L% norm of n. Therefore, we obtain

d d d 2(1+2) (d 8 d 9
& Lot = (5-1) [ (5.0) 1m0l g o, - 5| 1907 e

Under the hypothesis (1.7), the L% norm of n decreases for all times ¢ >0. O

Remark 3.2 (Improved smallness condition) In [22], in order to obtain the
global existence result, the authors have used the Sobolev inequality (2.1) in-
stead of (3.2), so they ended up with the corresponding smallness condition

8
Since we can prove that CG (+3) (4,d) < C%(d), condition (1.7) is a weaker

condition than (3.9). Moreover, inequality (3.2) is sharp (equality holds true
for the extremal functions).

Remark 3.3 Tt is easy to prove that under the smallness condition (3.9), the
lower bound for T}, in (3.1) tends to co, showing that the estimates are sharp.
Indeed, (3.3) can be obtained also using the Sobolev inequality (2.1) as follows

(p+1 +1 P %
/ < | 0t H <l (Cs@IVnE las)” -
R 2(



Therefore, A(p,d) < C%(d). Defining n(d) := d C2(d)8 1H110||L%(Rd), the lower
1

— a—1

—d/2
bound (3.1) becomes: Typqp > —2rnd—2a <fn ) and it tends to oo as
1

d a—d/2
a — 4, whenever n(d) < 1, since (ff”2> < Mai([ng) 1.

When considering the improved smallness condition (1.7), (3.1) reads as

% a
[ ng 21+3) (d -1 e
Traz > = 1
maw_ailn (fno CGN 27d >\ (aad) ’ (3 O)

where n = d8~ 1062:5\1]+ ) (4,4d) ||n0||L 2 Rd)" Then, the previous limit holds true

if the limit of the bracket in (3. 10) stays positive as a — §. In that direction,

4(a+1)
we observe that A(a,d) = Cy  (a,d) — Cég\l,er) (4 ,d) as a — %, being the

constant Cgy continuous in p, [23].

4 Blow-up for the PE system

In order to derive a blow-up criterion for solutions of the PE system, the general
idea is to follow the evolution of the second moment I(t) := [, [x[*n(z,t) d.
Namely, one aims to prove that I satisfies a dlfferentlal 1nequahty like

—I(t) < f(I(t)) , (4.1)

where f is a continuous nondecreasing function such that f(0) < 0. This clearly
ensures blow-up when I(0) < I*, where I* :=inf{I > 0| f(I) = 0}.

The above technique as been applied firstly by Biler in [4] for a model of
gravitational interaction of particles on a star-shaped domain of R?, similar to
the (KS) system with ¢ = a = 0. Successively, it has been used by several
authors in the context of the Keller-Segel system (see for instance [45, 22, 13]).
The methodology is also reminiscent of the blow-up criteria for the nonlinear
Schrodinger equation initiated by Glassey [25], and has been successively applied
to kinetic gravitational models [26] and kinetic chemotaxis models [14].

That approach gives sharp results in two dimensions. In the case d > 3,
the derivation of (4.1) is more complicated since the potential appears in the
evolution equation for I(t). More precisely, from

%I( t) =2dM + 2 /Rd n(x,t)x - Ve(z,t) dx, (4.2)

we have (after symmetrization of the integral term) for o = 0
i]()—QdM // n(z,t) ! n(y,t) dzd (4.3)
t ] MO ) . |

10



while for o > 0

=2 - e [ oy, @)
d 7] ) ez 4

where g, is defined in Lemma 2.3. Therefore, different blow-up criteria can be
obtained according to how the right hand side of (4.3) or (4.4) is estimated with
respect to I, £[n] and M.

For instance, one can obtain the following blow-up criterion

/ |22no(z) dz < K&(d, M)M7= | (4.5)
]Rd

where K¢(d, M) is defined in (4.6), K9(d, M) = K1(d) := 2~ 7= (d|S?~|)~ 72,
(see [4, 45, 9, 22] for a = 0), using (2.6) into (4.3), to get

gp1(0) < 20 — ST TR AR R r).

Accordingly we get an obstruction to global existence when I(0) < K;(d) M (=3
We can improve this criterion in the case a > 0. Using the non-decreasing
behaviour of g,, we have for any R > 0,

d ya ga
< 2dM —
gttt =2 |Sd 1 // o |d2d‘”|Sd | // |x— i ey,

lz—y|>R
ga(R)
|SI=1| Rd—2

ga(R)

M?2.
ISd 1|

< 2dM —

1SN EHIII7E (1) +

Optimizing with respect to R, we necessarily have blow-up when I(0) is less
than K¢ (d, M)M 7= where

1 ga(R) R i
K¢d, M) == |s . 4.
S B e e (46)

Since g, (R) is positive and exponentially decreasing to 0 as R — oo, K{ is
well defined. We check that K?(d, M) = K;(d) because go(|z|) = 1 and the
supremum in (4.6) is achieved for R — +oc.

It is instructive to check incompatibility between (4.5) and the smallness
condition (3.9). It is sufficient to consider only the case ov = 0, since K{ is
strictly decreasing with respect to a. From the potential confinement Lemma 2.2
and from (4.5), we have

“2 ME Cypg(d,d—2) I'5(0) > 2d (S Cplg(d,d = 2) .
(4.7)

701l 4 ey 2

Using the relation (2.3) into (4.7), the reverse of condition (3.9) follows.

Concerning the blow-up criterion (1.8), the proof is given in the next sub-
section.

11



4.1 Proof of Proposition 1.2

We first consider the case o = 0. Since the free energy is non-increasing, we get
using (2.4),

%I(t) — 2dM +2(d — 2) (5[n] (t) /R (e, 1) log (s, 1) d:c) (4.8)

<d(d—2)MlogI(t)+2(d—2)E[no] + B(d, M),
where the constant B(d, M) is defined as

B(d,M) = d*M — 2(d — 2) {M log M + % log (?j)} : (4.9)

Finite time blow-up follows when I(0) < exp (—ﬁé’[no] - %), ie. (1.8).
In the case o > 0, we combine symmetrization of the integral term in (4.2)
and formula (2.7), to deduce

%I(t) = 2dM — (d—-2) //]Rded n(z,t) B (x — y) n(y,t) dedy

—2a //Rdx]Rd n(z,t)(By * BY)(z — y) n(y,t) dedy

= 2dM — (d—2) /Rd n(x, t)e(z, t)dr — 2a /Rd(Bg“ xn)?(z,t)dx

= 2dM+2(d - 2) <5[n](t) - /R n(a, 1) logn(x, ) dx) ~ 2 /]R Aa.t)da.

Neglecting the last negative contribution, we are reduced to the previous esti-
mate (4.8) and we can conclude as in the case a = 0.

In order to check the incompatibility of this criterion with the global exis-
tence threshold (3.9), let us rewrite (1.8) as

dM dM dM
— (logI(0) +1) + / no(x) logng(z) de — M log M — — log ()
2 e 2 o

< %/}Rd no(x)co () doe — % . (4.10)

The left hand side of (4.10) is nonnegative owing to Lemma 2.1. Then, from
(4.10) and the potential confinement Lemma 2.2, we have
2dM

-3 < y no(x)co(z) de < pg Curs(d,d —2) M ”nO”L%(Rd)’

and the reverse of condition (3.9) follows.

Remark 4.1 Coming back to the line (4.8) and using the fact that 2%-&€[n(t)] <0
we deduce the following differential inequality for the corrected energy defined
in (1.9)

I(t)%}'[n}(t) < d(d — 2)MFn)(t) + B(d, M), (4.11)

12



Moreover, the blow-up criterion involving the initial free energy (1.8) reads
equivalently as:
d(d —2)MFng] + B(d,M) < 0. (4.12)

In Section 5, we will generalize the differential inequality (4.11) as well as the
blow-up condition (4.12) to the PP system, in order to obtain a concentration

result for the L# norm of n, (see (5.4) and (5.6) respectively).

Remark 4.2 It is easy to check the invariance of criteria (4.5) and (1.8) under
the scaling ng(z) — nj(z) = A2no(A\~1z), preserving the L% —norm. Con-
cerning criterion (4.5), one has to observe that when rescaling, « needs to be
changed into a/A? and that Kf/v (d,\“"2M) = K{(d, M), thanks to the scal-
ing property of ga, i.e. ga(|5|) = ga/r2(|z]).

4.2 Complementarity of the two criteria (1.8) and (4.5)

We shall prove in this Section that the two blow-up criteria are in fact comple-
mentary when o = 0, i.e. none of the criteria (4.5) and (1.8) contain the other.
The case o > 0 is not considered for sake of simplicity.

We first construct some initial datum ng satisfying

Ky (d) M7= </

|2|?no(z) do < Ko(d) M exp <2 5[n0]> . (4.13)
Rd

dM

This is a direct consequence of the fact that the energy is unbounded from
below. Let us introduce the following family of densities indexed by A > 0,

= (52) (59

where a # 0 is some point to be chosen later and ¢ is a nonnegative function in
(L' N L%)(RY) such that [, ¢(2)dz = M and Suppy C B(0,1). The densities
ny belong to (L' N L%)(Rd), have mass equal to M, L%-norm increasing as
A\, 0 and the second moment given by

/Rd |z2n) (x) dz = Mlal* + \? /]Rd |2|20(2) dz . (4.14)

When evaluating the free energy (1.6), the cross-interaction between the two
densities located around a and —a is zero in the entropy term, if A is small
enough so that the supports B(a, A) and B(—a, \) are disjoints. Hence, we have

Hd () p(2
S[né‘]:/Rdcp(z) log v(z) dz—dM log \— M log Qfm //R L(d_ldzdz/

d wRd |Z - Z/|

i o(z) p(2) ,
ot 4.1
4 //Rdx]Rd |2a + )\(Z _ Z/)ld_Q dzdz", ( 5)
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which goes to —oo as A \, 0. Comparing (4.14) and (4.15) clearly there exists
a # 0 and A > 0 sufficiently small such that the corresponding density ng
satisfies (4.13).

Next we construct an initial datum satisfying

2

Ks(d) MY exp ———¢&ng] ) < / |z|?no(2) de < K;(d) M5 (4.16)
dM Rd

We shall guarantee that the entropy term dominates the potential term in the

free energy E[ng]. For that purpose we consider the following sequence of den-

sities

N
1 _ T — a; _
n)(x) :NE A dw( : ) ., A=NYCEd (4.17)
=1

where ¢ is defined as above and the family of points (a;)1<;<n is symmetric
(a; and —a; belong both to the family). Again, the densities nj belong to
(L' N L2)(R?), have mass equal to M, L%-norm increasing as A \, 0 and the
second moment given by

N
1
[ laPnd@)de =21 &3 lal + 3 [ JoPele) dz.

i=1 R

Again we assume that A\ is chosen such that the supports B(a;, ) of each
contribution in (4.17) are disjoints and we introduce the notation D*(i,j) =
dist(B(ai, A), B(aj, A)). Then, computing separately each contribution of the
energy functional, we obtain

/ ny () log ng (z) dz = —M log(NA?) +/ p(2)log p(2) dz, (4.18)
R R

1 ¢(z) p(2')
Mp) ———— )M y) dedy = // T L dedy
//]Rded (@) |z — y|d_2 o (y) dedy RixRd |2 — z'|d_2 o

1 e(z) p(2') /
+N2 Z//Rded \ai —aj + )\(Z — Z’)|d72 dzdz

and

i
o) el) , ., M -

= ~z 2D 4.1

N //]Rded |z — 2|42 dzdz+ N2 g( (i.)) ’ (4.19)

due to the choice NA?~2 = 1.

We claim that there exists a family of points (a;)1<i<n such that the last
contribution in the r.h.s of (4.19) is uniformly bounded with respect to N.
The argumentation goes as follows. First we may change the reference norm,
i.e. we can replace the euclidean norm | - |5 in R? with the supremum norm
| - |oo, up to some constant. Then, we distribute N points on the regular grid
N-Y4.7% inside the hypercube [~1/2,1/2]%. Next, we observe that for any
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index ¢ and any integer k < %N 1/d there are at most Ck¢~1 indices j such that
la; — ajloc = N~Y4k, where C is a constant depending only on the dimension.
As a matter of fact, after rescaling space by a factor N/¢ those points are
regularly distributed on a sphere of radius k. Finally, we have the following
estimates as N — +00: A < N~%/% and consequently D*(i, ) ~ |a; — a;|. To
conclude, we can estimate the last contribution in the r.h.s of (4.19) as follow

) ) L271N1/dj o
A/: \\2—d d—1 —-1/d
S DMENTISCE N Yk (N / k)
i#] k=1
1 1 1
< - N(d72)/d - N2/d ——
<Cy§ 1 ¢

Therefore the interaction potential is bounded from below, while the entropy
(4.18) is decreasing towards —oo as N — +oo. Moreover, it is always possible
to scale appropriately the location of the family (here inside [—1/2,1/2]? for the
sake of reference) to ensure that the right inequality in (4.16) is satisfied.

To conclude, we discuss evidence showing that criterion (1.8) is more generic
than criterion (4.5). The argumentation is twofold. First, the example of an
initial data ng satisfying (4.5) but not (1.8) is much more involved than the
converse, namely a superposition of numerous approximations of the identity
with careful scaling.

Second, we have designed a numerical scheme preserving the energy struc-
ture of the system, following [38, 10]. For technical reasons, we have transposed
the PE system into a one-dimensional equation which shares similar features.
Instead of working directly with the density n, we have approximated the in-

verse distribution function X (¢,m) = inf {x eR ’ [ n(ty)dy > m}. To

sum up, the numerical scheme we have developped is the euclidean gradient flow
X = —VGn|[X], where Gy is given by

1= . (Xiﬂ(t)h— Xi(t))

. _
T SN2 Z 1X5(t) = X()|
ij=1
i#]
The discrete energy Gy is the finite-difference discretisation of the energy (1.6),
expressed after the change of variables x = X (t,m) and n(¢, x)dz = dm, [27]. In
this setting, the functions (X;(¢))1<;<n can be interpreted as the positions of N
deterministic particles in interaction. It is shown in [38, 10] that this approach
is well-adapted to the energy structure of the system. The case N = 3 (discreti-
sation with only 3 particles) is very instructive. We can easily investigate the
full dynamics of the three particles system. Indeed, we have checked that the
corresponding criterion (1.8) strictly contains the other one (4.5), and also that
the criteria (1.8) (blow-up) and (1.7) (global existence) are clearly disconnected.
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5 Concentration phenomenon for the PP system

In this section we shall prove Theorem 1.3, where o = 0 only for the sake of
clarity. The key strategy giving the concentration result is the perturbation
of the PP system into the PE system. Doing that, one is naturally induced
to analyze the evolution of the corrected energy Fin,c] defined in (1.9). The
delicate and original points of the proof consist in the careful control of ||d:c]| 2
and of the growth of the second moment I(t) (no larger than tlogt), both by
the dissipation of the free energy (1.5). To begin we need the two auxiliary
Lemma below. The first one is an adaptation of Lemma 2.2 in [16] in a simpler
context. Therefore, we skip the proof.

Lemma 5.1 (Free energy minimization). Let d > 3. Let n be any nonnegative
function in (L' N L2 (@+2))(RY), such that f]R” z)logn(x)dr < co. Let ¢ :=
E;xn. Then, the energy functional defined in (1. 4) satisfies

Eln,c] > &[n,¢| = /]Rd n(x)logn(z)dx — %/Rd n(x)e(x) der |

for any ¢ such that nc € L*(RY) and Ve € L*(RY).

Lemma 5.2 (Corrected energy lower bound). Let n be any nonnegative function
in (L* N L2)(RY) with finite second moment. Let ¢ be such that nc € L'(RY)
and Ve € L2(RY). The following lower bound for the corrected energy F|n,c]
holds true, where the constant B(d, M) is defined in (4.9).

d(d—2)M Fln, ]+ B(d, M)+ M Crps(d,d=2)|n] 4 ., > 2dM . (5.1)

1
541

Proof. This is a direct consequence of Lemma 5.1 and of inequalities (2.4)
and (2.6). O

Proof of Theorem 1.3. We proceed in several steps to conclude with a contra-
diction argument.

First step: evolution of F[n,c|]. We express c as: ¢ = Eq# (n— e d¢c). Thus, the
gradient of ¢ can be written as follows:

1 ]
Ve(w,t) = — ST Jou T y|d(n(y,t) —e0e(y,t)) dy.

Introducing this representation into the evolution equation (4.2) for the second
moment [(t), we get after symmetrization

d (11? y)
%I(t): 2dM—(d—2)/Rd (t)e \Sd 1|//}Rdx]Rd ,t oy Ore(y, t)dzdy
(5.2)

16



where ¢ = F4 *n. In order to control the second integral term in the r.h.s. of
(5.2), we apply the Hardy-Littlewod-Sobolev inequality [43],

|a c(y,t)
//RR lfn(z, £) 12 i |1d dy < C@)llen(t, ), g, o 19Ol 2z

| ==
<C(d) Iz (@t)[n ()Hiz(Rl)||atc(t)||L2(Rd)
< C(d) |3 lIn)] g gay + 5 I()]|se() |72 (gay

(5.3)

where the constant C(d) above may change from line to line, the last being
the one appearing in (1.11). Plugging (5.3) into (5.2), we obtain our first main
estimate (the equivalent of (4.3) for € > 0)

%I(t) < 2dM — (d—2) /]R n(e)e(t) + €5 C(d) [n(t)], g
+ 670D 1100 sy

Next, we use Lemma 5.1 and the energy dissipation equation (1.5), to have
d
ﬁl(t) < 2dM + 2(d — 2) |E[n, |(t) — n(t)logn(t)
Rd

+25C(d) In)], g o) — 67 CD L1 %g[n, d().

Choosing § = L C(d), the entropy lower bound (2.4) gives us
d

%I(t) < 2dM +2(d —2) En, c](t)
+2(d—2) dMl I+%—M1 M—@lo (dQMﬂ
T

+ S AM CP@) 00 g gy — 77 1) E D0 0)

i.e., after rearranging the terms, we get the following differential inequality for
the corrected energy (1.9):

1t L

dt}“[n c)(t) < d(d—2)M Fln,c|(t) + B(d, M) + %dMCQ(d) [l ()]

L% (®e) "

(5.4)
Second step: control of the growth of I(t). Let us prove that the second moment
does not increase asymptotically faster than 2dM tlogt as long as ||n(t) HL%(W)
remains bounded from above. Indeed,

dtI( ) = —Z/Rd n(z,t) z-V(ogn(x,t) — c(x,t)) dz

IN

2 ( [ Jofn(a.t) d:c) 1/2(/Rd n(z, )|V (log n(z, ) — ez, 1))[? d:c) "
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Therefore,

1/2
%N%)g </R n(z,t)|V(logn(z,t) — c(z,t))[? dx) :

Integrating the above inequality over (0,t) we get

I(t) <2I(0)+2t /0 /Rd n(z,s)|V(logn(z,s) — c(x,s))|* drds .

Using again the energy dissipation equation (1.5), we derive the following point-
wise estimate for I(t) with respect to the corrected energy F[n, c|(t)

I(t) < 21(0) + 2t (E]no, co] — E[n, (1))
= 21(0) + 2t E[no, o) — dMt Fn,c|(t) + dMt log I(t) .
Finally, being dMt log I < %I + dMt log(2dM t), we obtain
I(t) <4I(0) + 4t &[no, co] — 2dMt Fn, c|(t) + 2dM¢ log(2dM t),
i.e. the claimed behaviour for I(t), thanks to the lower bound (5.1)
I(t) < 4I(0)+4tE[nog, co] +2t % +paMCrrs(d,d— Q)H”(t)HL%(Rd)

+ 2dMt log(2dM t). (5.5)

Third step: contradiction. Let us observe that the concentration condition (1.10)
reads equivalently as

d(d — 2)M Flno, co] + B(d, M) + d(d — 2)Me” < 0. (5.6)

Comparing the master equation (5.4) and (5.6), we claim that we can not have
uniformly in time

13
S dM C2(d) n(®)], 4., < d(d—2)M . (5.7)

Indeed, if ng does not satisfy (5.7), the conclusion is obvious. On the other
hand, if ng satisfies (5.7), we deduce from (5.4) that the corrected energy is
initially decreasing. Next, if (5.7) holds true uniformly in time, there exists
& > 0 such that I(t)% F[n,c](t) < —6 for t > 0. Combining (5.7) and (5.5), we
get

if[n ) < -0
dt™ -7 = 41(0) + C(e,d, M, E[ng, o)) t + 2dM tlogt

The right-hand-side of (5.8) is not integrable at infinity, whereas F[n,c|(t) is
bounded from below as soon as ||n(t) is bounded from above. We have

(5.8)

I 4 gey
obtained a contradiction which concludes the proof. O
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Appendix

We provide in this Section the details omitted in the proof of Proposition 3.1.
This completes also the proof of Theorem 1.1

Local in time hyper-contractivity property

With @ > ¢ and T, > 0 defined in (3.5), let 6 € (0,T,) be arbitrarily small.
Owing to the local in time boundedness of the L*norm of n obtained in the
first step, there exists a modulus of * %—equintegrability” w(K; T, — 0) such that
for K > 1 it holds

sup |[(n=K)+ (@)

%d <w(K;T,—0) and lim w(K;T,-d)=0.
0<t< (T, —6) Lz

(R%) K—+o00

Indeed, for t € [0,7T, — 0], being h,(t) defined in (3.6) increasing, we have

o & g [ < 220 [ T 0)
SRy~ Ka—% Jga Ko=%  Jpa
(5.9)

In = )+ @)1

Next, it holds, for any fixed p > max{2;a},

d (n—K)% < _4@

ol - Rd|V(n—K)i\2+4(p_1)/ (n— )7 4 AKP M.

Rd
(5.10)
Using the inequality

p+1 P 2 22
L SR e gy < CRIVO g ol 4y 610
where p > max{4 —1; 1}, and (5.9) to estimate [;, (n—K)%™, (5.10) becomes

1
pCi(d)wi (KT, —

-1 / (n—K)? HAKP M .
d) Rd

Taking K sufficiently large, so that n = [p‘ngz(d)w_%(K; T, —90) — 1} >0,

a
dt Jga

d

(n—K), < —4(p—1)n M~ 51 (/ (n— K)ﬁ) T NARTM . (5.12)
R

We are finally able to prove that there exists a positive finite constant C, not

depending on [y, (no — K)%, such that for p > max{2;a} and t € (0,7, — J]

[n-rro< 4.
Rd

simply by comparison of positive solutions of (5.12) with positive solutions of the
differential equation u'(t) + 4(p — 1) nM”FT urT (t) = 4KPM. Consequently
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and as usual, the hypercontractivity estimate
/ nP(t) < C(1+t'7P) ae. te(0,T,), (5.13)
R4

holds true for any p > max{2;a}. For p € (a, max{2;a}] it follows by interpo-
lation.

From the previous estimates, the chemical ¢ and V¢ are well defined and by
the weak Young inequality [43], (see also Lemma 2.3),

le@)llLa@ey < Cd; @) [n(@)|[Lr ey, ae. t€(0,Ta),

pd
d—2p

for g = with p € (1, g), while
[Ve)lor@ey < C(d, ) [[n(t)]|Lroray, ae. te(0,1,), (5.14)

for r = % with p € (1,d).

Entropy, potential, energy and energy dissipation estimates

We will show here how a local in time control on the L% norm of n together
with a control on the decay of ng as |x| — oo, give local in time estimates on
the entropy, the potential, the energy and the dissipation of the energy.

For the potential, from (1.1), the expansion of B in Lemma 2.3 and the
potential confinement Lemma 2.2, we have easily

0< /R n(t) e(t) < pg Crrrs(d, d — 2)M]|n(t) (5.15)

”L%(Rd)'

Next, for the positive contribution of the inital entropy fRd ng log ng it holds

d
0< 1 < 2 . 5.16
< [ ologno), < ol (5.16)

Moreover, setting v = ng l{,,<1) and m = f]Rd v, the Jensen inequality gives us

v _
[ oot o0 = [ wtog (25) = mlogm — mlog(le” s

which implies
0< /d(no logng)— < C(m, He_wHLl(Rd)) + /d ngt . (5.17)
R R
Estimates, (5.15), (5.16) and (5.17) give us for the initial energy (1.6) that

a
~Clm. e ) = [ mos = COL Dol g oy < Elnl < ol fy -
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Now, let us extend the above estimates locally in time. Estimate (5.16) is
obviously true for n(t). Concerning the weighted L!-norm of n we have

1
4 nw:—/ nVi-V(logn—c) < — |Vw| n+5/ n|V(logn —c)|?,
dt Rd Rd

with arbitrary § > 0 to be choosen later. Hence, it follows that

1 t
/n(t)wg/ now+—||vw\|§m(Rd)Mt+5// n[V(logn — )2 . (5.18)
Rd R 46 0o Jrd

It remains to estimate the energy dissipation from (1.5) with ¢ = 0. Using (5.15)
and (5.17), we obtain

Jo Joa m(s)IV (logn(s) — ))\2 da ds = Elne] — E[n](t)

,% - —|—f]Rd logn( ) _ 4+ %fRd ’I’L(t)C(t)
S ||nOH 23 + C( m, ||€ 1LYHLl(]Rd)) + fRd n(t)¢ + C(Ma d)””(t)HL%(Rd) .
(5.19)
Plugging now (5.18) with any d € (0,1) into (5.19), we finally get

(1-5 //Rdn|V10gn—c)|2<C(n0,1/J M)(1+1) + COML ) )],y

LS (RY)

Consequently, from (5.18), the same estimate holds for the weighted L!-norm
of n, i.e. f]Rd n(t)y, and this gives us the following control on the energy

~Clno, o, MY(1+1) = COM D) [n0)], 4 5 < EWD) < @I, . (5.20)

L% ®d) = L2 (R4)

and exactly the same control on the entropy.

Regularisation procedure and conclusion

To prove Proposition 3.1 from the previous a-priori estimates, we follow a quite
standard procedure, used in the context of Keller-Segel system for example in
[12, 16, 21, 22]. However, since its application can be delicate, we give here a
quite rapid sketch of the proof.

Let us consider the regularized problem

ohn® =An? —V-(n’Ve?), (5.21)
where ¢ is given by

v o B ep)@), a=0,
e’ 7t)_{ (Bg *n?(t) * p7)(x), a>0, (5.22)

and p? is some sequence of smooth positive mollifiers with ||p7(| ;1) = 1
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Problem (5.21)-(5.22) with regularized initial condition ng = ng * p” has a
nonnegative smooth solution as follows by the Schauder’s fixed-point theorem.
Moreover, the solution (n?,c¢?) satisfies all the a priori estimates given in the
previous sections. Indeed, one has essentially to check that the ODE for the LP
norm of n holds true at least as an inequality, so that the fundamental estimates
on the LPT! norm of n” can be applied. This is the case since

f/Rd(n")p Ac? < /Rd(n”)p (n? * p7) < /Rd(n")p+1 .

Concerning the compactness of the sequence {n°}, we are intended to use
the Aubin compactness Lemma in [1]. Therefore, we choose B = L?(R4), X =
HY (RN L2(R?, ¢ ()2 dz) compactly imbedded in B and Y = H~(R%) so that
B C Y. Using the previous a priori estimates, we prove below that {n?} is
bounded in L?((§,T, — 6); X) uniformly in o, where § € (0,T,) is arbitrarily
small and T, is defined in (3.6). The boundedness of {9;n°} in L2((6,T, —
4);Y) uniformly in o then follows. Consequently, {n?} is relatively compact in
L?((8, T, — 6); B) and the proof is complete.

For the sake of simplicity, we omit the index o in the sequel. First of all,
let us observe that n € L>®((8,T, — 9); L>(R?%)) if d = 3 and n € L>((0,T, —
§); L2(RY)) if d > 4, as it follows by (5.13) and by (3.5) respectively, being
a> 4.

Next, from (5.14) with p = 4, we have that |Vc| € L=((0,T, — §) ; L4(R?)),
for any d > 3. Consequently, since by the Holder’s inequality,

[V Ollzquey < IO, s, g [TeOlzscey
using again (5.13), we obtain that n|Ve| € L>((4,T, — d); L*(R4)) for d > 3.

Finally, multiplying the equation on n in (KS) against n, integrating over

R? and then over (8,7, — &), one easily obtain

To—9 To—9
/5 V()12 (gay ds < [In(8)[172 ga) +/§ 1(n Ve) (5172 gy ds,

i.e. |Vn| € L2((6,T, — 6); L*(R?)) for d > 3.
To estimate the L2(R?, ¢ (x)2dx) norm of n, we use the computation

JREEUE (/Rdwn(w); (/Rdnm))% ,

and the previous estimates. Therefore, n € L>((6,T, — 6); L*(R%, ¢ (x)2dz))
for d > 3 and the proof is complete.
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